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1
APPARATUS AND METHODS FOR
DETAILING SUBDIVISION SURFACES

RELATED APPLICATIONS

This application claims priority to and the benefit of U.S.
Provisional Patent Application No. 61/799,002 filed Mar. 15,
2013, the text of which is incorporated herein by reference in
its entirety.

FIELD OF INVENTION

This invention relates generally to the rendering of virtual
objects. More particularly, in certain embodiments, the inven-
tion relates to methods of adding surface detail on a model
that can configured for manipulation while preserving at least
one of a visual aesthetic and a geometric placement of the
added surface detail.

BRIEF DESCRIPTION OF THE FIGURES

The foregoing and other objects, aspects, features, and
advantages of the present disclosure will become more appar-
ent and better understood by referring to the following
description taken in conjunction with the accompanying
drawings, in which:

FIG. 1 is an illustration of an example of a subdivision
surfacing geometry (SubD) model representation;

FIGS. 2A and 2B are illustrations of examples of texture
and displacement mapping of SubD modeling;

FIG. 3 is a flowchart of an example method for capturing
texture;

FIG. 4 is an illustration of an example defining a cage for a
SubD model,;

FIG. 5 is an illustration of voxel model converted from a
SubD model,;

FIG. 6 is a flowchart of an example method for converting
a SubD model to a voxel model;

FIGS. 7A and 7B are illustrations of a texture added to a
voxel model;

FIG. 8 is an illustration of a single voxel model combined
from two voxel models;

FIGS. 9A and 9B are illustrations of the difference between
the voxel surface and the SubD surface captured as displace-
ment maps and reapplied to the SubD model;

FIG. 10 is an illustration of a displacement map that cap-
tures the desired detail from the voxel surface;

FIG. 11 is a flowchart of an example method for calculating
displacement maps;

FIG. 12 is an illustration of an example surface with 160,
000 faces;

FIG. 13 is an illustration of an example surface with over 2
million faces;

FIG. 14 is an illustration of an example surface manipu-
lated while preserving the visual aesthetic and/or geometric
placement of the added texture;

FIG. 15 shows a block diagram of an exemplary cloud
computing environment; and

FIG. 16 is a block diagram of a computing device and a
mobile computing device.

The features and advantages of the present disclosure will
become more apparent from the detailed description set forth
below when taken in conjunction with the drawings, in which
like reference characters identify corresponding elements
throughout. In the drawings, like reference numbers gener-
ally indicate identical, functionally similar, and/or structur-
ally similar elements.
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2
DETAILED DESCRIPTION

This application incorporates herein by reference in their
entireties, U.S. patent application Ser. No. 13/208,992, which
was filed Aug. 12, 2011 and published as Publication No.
2012/0065755 on Mar. 15, 2012; U.S. application Ser. No.
13/465,507, filed on May 7, 2012 and published as Publica-
tion No. 2013/0009948 on Jan. 10, 2013; U.S. Pat. No. 8,174,
535, entitled “Apparatus and Methods for Wrapping Texture
Onto the Surface of a Virtual Object and issued May 8, 2012;
U.S. Pat. No. 7,889,209, filed on Dec. 10, 2003, and U.S. Pat.
No. 7,626,589 entitled “Haptic Graphical User Interface for
Adjusting Mapped Texture” and issued Dec. 1, 2009.

It is contemplated that devices, systems, methods, and
processes of the present disclosure encompass variations and
adaptations developed using information from the embodi-
ments described herein. Adaptation and/or modification of
the devices, systems, methods, and processes described
herein may be performed by those of ordinary skill in the
relevant art.

Throughout the description, where apparatus and systems
are described as having, including, or comprising specific
components, or where processes and methods are described
as having, including, or comprising specific steps, it is con-
templated that, additionally, there are apparatus, and systems
of the disclosed technology that consist essentially of, or
consist of, the recited components, and that there are pro-
cesses and methods according to the disclosed technology
that consist essentially of, or consist of;, the recited processing
steps.

In one aspect, the present disclosure relates to the devel-
opment and manipulation of three-dimensional voxel-based
models. By assigning one or more values to each voxel in the
model that is reflective of physical properties that vary
throughout the volume to be produced, it is much easier to
produce high quality, aesthetically acceptable, nonhomoge-
neous objects. For example, the object shape may be first
defined in voxels, then a texture map applied to define the first
portion of the object by tagging the appropriate voxels, with
the remaining untagged voxels defined as a second portion of
the object. Further, a voxel representation lends itself to a
more accurate, simpler, direct interface of model data with
printer output. As an illustrative example, for stereo lithogra-
phy (STL) based output systems, the STL file is scan-con-
verted to produce pixels at the printer’s native resolution (dpi
or dots per inch) one level at a time, thereby defining each
successive Z-layer. However, voxels lend themselves to a
more efficient, more direct interface with a printer. For
example, the shape and desired material properties of each
successive Z-layer (depth layer) of the object to be manufac-
tured can be defined by simple tagging of voxels. Values of
one or more physical properties (e.g. color, translucency,
hardness, elasticity, etc.) are then assigned for each voxel.

Volumetric voxel model representations readily maintain a
watertight model without holes or self-intersections. Such
representations naturally support Boolean operations based
onavoxel-by-voxel compositing process. A voxel is a volume
element. In order to perform the methods described in the
present disclosure, in some implementations, an initial model
is created. This model comes from various sources including
scans of physical objects or prior interactive editing. The
voxel model, or an alternative initial model, is represented by
numerical values maintained in computer memory in an
array. Also, voxel representations lend themselves to efficient
processing, e.g., performance of multivariate (e.g., trilinear)
interpolation to drive the printer output on demand and at the
proper resolution.
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In some implementations, the system includes a Subdivi-
sion Surfacing geometry (SubD) model representation type to
complement the voxel, mesh and NURBS geometry repre-
sentations. SubD surfaces, in some implementations, pro-
vide, for example: faster modeling for certain forms; better
surface quality for smooth surfaces; light weight (e.g., For
example, as shown in FIG. 1, the airplane geometry can be
represented in 158,000 polygons vs. 5.6 million polygons for
the same level of smoothness); automatic conversion to
NURBS; easy workflow integration with existing voxel mod-
els; and integration with displacement maps for advanced
texture embossing

In some implementations, subdivision surfaces are defined
recursively from a standard piecewise linear polygonal mesh.
The starting polygonal mesh is often called a “cage”. In some
implementations, a refinement scheme is applied to the cage
that subdivides the original vertices, edges and faces with the
net effect of creating new additional vertices, edges and faces.
The positions of the new mesh vertices, in some implemen-
tations, are computed based on the original cage vertex posi-
tions. This collection of new vertex positions and faces can be
thought of as a new “cage” and subdivided again and again a
pre-determined number of times.

In some implementations, SubD modeling supports both
texture mapping and displacement mapping as shown in
FIGS. 2A and 2B. An image can be applied (for example, via
a (U,V) coordinate texture mapping function) to a surface of
a SubD representation and the resulting color of the mapped
image can be used to represent the color of the surface at that
location, or can represent a (height) displacement from the
surface, or both. In some implementations, (U,V) coordinates
are used in a two-dimensional texture coordinate system that
may be used to map a surface. A texture may be mapped to a
surface using the (U,V) coordinate system to facilitate the
placement of the texture on the surface. The (U,V) coordinate
system may be used to identify specific points of the surface
onto which a texture may be mapped.

In some implementations, images for displacement maps
can be derived from the grayscale version of photographs
where the black areas are mapped to be low points and the
light areas the high points relative to the original geometry. In
some implementations, the system uniquely combines
aspects of Voxel modeling along with SubD modeling to
provide a novel Texture Capture workflow that allows the user
to easily define new, custom texture details.

Texture Capture

FIG. 3 is a flow chart of a method 300 for capturing texture.
In some implementations, the method 300 includes receiving
a SubD model and/or surface (302). In some implementa-
tions, the method includes converting the SubD model and/or
surface to a Voxel model (304). In some implementations, the
method 300 includes texturing the model (306) via, for
example, sculpting, embossing, or using other texturing tools
to determine a textured surface. In some implementations, the
method 300 includes capturing the difference between the
original and SubD surface and the textured surface as one or
more displacement maps (308). In some implementations, the
method 300 includes applying a displacement map to the
original SubD model and/or surface or to another SubD sur-
face and/or model (310).

In some implementations, as shown in FIG. 4, given the
SubD model 402 of, for example, a perfume bottle, a defining
cage 404 can be defined, having vertices, edges and faces
surrounding a surface of the SubD model 402. In this
example, the ten faces of the defining cage 404 are sub-
divided into over 10,000 faces for the sub-division surface.
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In some implementations, the SubD model 402 is now
converted to a corresponding voxel model 502 as shown in
FIG. 5. In some implementations, the user is presented the
opportunity to specify the voxel resolution. In some imple-
mentations, the conversion of the SubD model 402 to the
voxel model 502 proceeds automatically (e.g., based upon a
default resolution, the resolution of a known system printer,
etc.).

FIG. 6 is an illustration of an example method 600 for
converting a SubD model to a voxel model. In some imple-
mentations, the conversion method 600 includes: iterating
through the faces of the cage representation of the SubD
model to generate the new vertex locations (602); defining a
surface by meshing these vertices of the cage model as quad-
rilaterals (604); then converting for a corresponding voxel
model the resultant surface mesh representation into voxels
(606).

In some implementations, surface detail elements are
added to the Voxel model. In some implementations, the
surface detail elements are added to the Voxel model using the
multi-purpose 3D sculpting design platform sold under the
trademark FREEFORM, and its standard suite of design
tools. For example, as shown in FIGS. 7A and 7B, a “filigree”
shape has been captured with a 3d scanning system and is
applied to the Voxel version of the perfume bottle. The height
and location are adjusted to show the filigree to best advan-
tage.

In some implementations, the Voxel models for the per-
fume bottle and filigree are combined into a single Voxel
model for the next step. In some implementations, after the
design adjustments have been made, the Voxel models for the
perfume bottle and filigree are combined into a single Voxel
model for the next step as shown in FIG. 8.

In some implementations, the difference between the Voxel
surface and the SubD surface is captured as displacement
maps and reapplied as textures to the SubD model as shown in
FIGS. 9A and 9B. In some implementations, the difference
between the Voxel surface and the SubD surface is captured as
displacement maps and reapplied as textures to the SubD
model occurs after the Voxel models for the, for example,
perfume bottle and filigree are combined into a single Voxel
model.

In some implementations, the difference between the front
face of the Voxel surface and the SubD surface is captured as
displacement maps and reapplied as textures to the SubD
model as shown in FIG. 9A. In some implementations, the
difference between the side faces of the Voxel surface and the
SubD surface is captured as displacement maps and reapplied
as textures to the SubD model as shown in FIG. 9B.

In some implementations, other faces of the Voxel surface
and the SubD surface are captured as displacement maps and
reapplied as textures to the SubD model. In some implemen-
tations, all faces of Voxel surface and the SubD surface are
captured as displacement maps and reapplied as textures to
the SubD model. In some implementations, each face Voxel
surface and the SubD surface is captured independently as a
displacement map and reapplied as a texture to the SubD
model.

In some implementations, as shown in FIG. 10, a displace-
ment map (or series of displacement maps) is produced that
fully captures the desired detail from the Voxel surface.

In some implementations, the basic method for calculating
the displacement maps is similar to that used to generate the
voxel model. FIG. 11 is a flowchart of an example method
1100 for calculating displacement maps. In some implemen-
tations, the method 1100 includes the steps of: iterate through
the face of the cage model to generate UV values for the
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displacement map (1102); using the UV, evaluate a method to
find the corresponding point (pt) and normal (norm) on the
SubD surface (1104); transform pt and norm into the voxel
space (pt3d,norm3d) (1106); intersect the vector defined by
pt3d and norm3d with the isosurface defined by the voxel
model (voxelWd) (1108); save the scalar length (1) of the
intersected vector as the displacement (1110); then normalize
the final displacement map by the overall minimum and maxi-
mum length values (1112).

For example, the method may be performed as described
below.

m_maxHeight = getPrefEntry<double>
(_T(“TextureCaptureMaxHeight™));

m_maxHeight = clamp(m_maxHeight, 1, 1000);

Workspace™® pWs = getActiveWorkspace( );

double minHit = 1.0e2¢;

double maxHit = -1.0e2¢

WorkspaceData* voxelWd = pWs—>workspaceData( );
gstTransformMatrix wsXfrm = pWs—>getTransformMatrix( );
gstTransformMatrix wsXfrmInv = wsXfrm. getInverse( );
double ud = @

double v0 = @;
double ul =1;
double vl =1;

bool hitClay = false;
for (inty = @ y <m_height; y++) {
double v =v0+ (vl — v@) * y / (m_height - 1.0);
for (int x = @ x <m_width; x++) {
double u =uf+ (ul — ud) * x / (m_width - 1.0);
Point3Df pt;
Vector3Df norm;
m_surfEval.eval(u,v, pt, norm);
Point3Df pt3d = (pt + m_maxHeight * norm) * wsXfrmInv;
Vector3Df norm3d = —norm * wsXfrmInv;
norm3d.normalize( );
bool findIsosurface = true;
Point3Df ptOut;
if (RAYCASTING::intersectRayWithWorkspaceData
(voxelWd, pt3d, norm3d,
DBL_MAX, ptOut, findIsosurface)) {
Point3Df clayPt = ptOut * wsXfrm;
Vector3Df v = clayPt - pt;
double | = v.dot(norm);
int idx =y * m_width + x;
m_disp[idx] =;
if (I < minHit)
minHit = I;
if (I > maxHit)
maxHit = [;
hitClay = true;

In some implementations, the displacement maps to the
SubD surface. The detail from the displacement map may
require a deeper sub-division level so that the design looks
good. As shown in FIG. 12, the surface is shown, for example,
with 160,000 faces. In another example, as shown in FIG. 13,
the surface is shown with over 2 million faces.

In some implementations, the benefit of applying the dis-
placement map to the SubD surface can be seen relative to the
original Voxel model of the, for example, perfume bottle and
filigree. With the new SubD surface, the overall shape can be
controlled via manipulating the vertices and edges of the
polygonal “cage”. In some implementations, if we want to
make, for example, a “pinched” version of the bottle this is a
simple operation and preserves the look and placement of the
embossed filigree pattern as shown in FIG. 14.

As shown in FIG. 15, an implementation of a network
environment 1500 for use in detailing subdivision surfaces is
shown and described. In brief overview, referring now to FIG.
15, a block diagram of an exemplary cloud computing envi-
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ronment 1500 is shown and described. The cloud computing
environment 1500 may include one or more resource provid-
ers 1502a, 15025, 1502c¢ (collectively, 1502). Each resource
provider 1502 may include computing resources. In some
implementations, computing resources may include any
hardware and/or software used to process data. For example,
computing resources may include hardware and/or software
capable of executing algorithms, computer programs, and/or
computer applications. In some implementations, exemplary
computing resources may include application servers and/or
databases with storage and retrieval capabilities. Each
resource provider 1502 may be connected to any other
resource provider 1502 in the cloud computing environment
1500. In some implementations, the resource providers 1502
may be connected over a computer network 1508. Each
resource provider 1502 may be connected to one or more
computing device 1504a, 15045, 1504¢ (collectively, 1504),
over the computer network 1508.

The cloud computing environment 1500 may include a
resource manager 1506. The resource manager 1506 may be
connected to the resource providers 1502 and the computing
devices 1504 over the computer network 1508. In some
implementations, the resource manager 1506 may facilitate
the provision of computing resources by one or more resource
providers 1502 to one or more computing devices 1504. The
resource manager 1506 may receive a request for a computing
resource from a particular computing device 1504. The
resource manager 1506 may identify one or more resource
providers 1502 capable of providing the computing resource
requested by the computing device 1504. The resource man-
ager 1506 may select a resource provider 1502 to provide the
computing resource. The resource manager 1506 may facili-
tate a connection between the resource provider 1502 and a
particular computing device 1504. In some implementations,
the resource manager 1506 may establish a connection
between a particular resource provider 1502 and a particular
computing device 1504. In some implementations, the
resource manager 1506 may redirect a particular computing
device 1504 to a particular resource provider 1502 with the
requested computing resource.

FIG. 16 shows an example of a computing device 1600 and
a mobile computing device 1650 that can be used to imple-
ment the techniques described in this disclosure. The com-
puting device 1600 is intended to represent various forms of
digital computers, such as laptops, desktops, workstations,
personal digital assistants, servers, blade servers, main-
frames, and other appropriate computers. The mobile com-
puting device 1650 is intended to represent various forms of
mobile devices, such as personal digital assistants, cellular
telephones, smart-phones, and other similar computing
devices. The components shown here, their connections and
relationships, and their functions, are meant to be examples
only, and are not meant to be limiting.

The computing device 1600 includes a processor 1602, a
memory 1604, a storage device 1606, a high-speed interface
1608 connecting to the memory 1604 and multiple high-
speed expansion ports 1610, and a low-speed interface 1612
connecting to a low-speed expansion port 1614 and the stor-
age device 1606. Each of the processor 1602, the memory
1604, the storage device 1606, the high-speed interface 1608,
the high-speed expansion ports 1610, and the low-speed inter-
face 1612, are interconnected using various busses, and may
be mounted on acommon motherboard or in other manners as
appropriate. The processor 1602 can process instructions for
execution within the computing device 1600, including
instructions stored in the memory 1604 or on the storage
device 1606 to display graphical information for a GUI on an
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external input/output device, such as a display 1616 coupled
to the high-speed interface 1608. In other implementations,
multiple processors and/or multiple buses may be used, as
appropriate, along with multiple memories and types of
memory. Also, multiple computing devices may be con-
nected, with each device providing portions of the necessary
operations (e.g., as a server bank, a group of blade servers, or
a multi-processor system).

The memory 1604 stores information within the comput-
ing device 1600. In some implementations, the memory 1604
is a volatile memory unit or units. In some implementations,
the memory 1604 is a non-volatile memory unit or units. The
memory 1604 may also be another form of computer-read-
able medium, such as a magnetic or optical disk.

The storage device 1606 is capable of providing mass
storage for the computing device 1600. In some implemen-
tations, the storage device 1606 may be or contain a com-
puter-readable medium, such as a floppy disk device, a hard
disk device, an optical disk device, or a tape device, a flash
memory or other similar solid state memory device, or an
array of devices, including devices in a storage area network
or other configurations. Instructions can be stored in an infor-
mation carrier. The instructions, when executed by one or
more processing devices (for example, processor 1602), per-
form one or more methods, such as those described above.
The instructions can also be stored by one or more storage
devices such as computer- or machine-readable mediums (for
example, the memory 1604, the storage device 1606, or
memory on the processor 1602).

The high-speed interface 1608 manages bandwidth-inten-
sive operations for the computing device 1600, while the
low-speed interface 1612 manages lower bandwidth-inten-
sive operations. Such allocation of functions is an example
only. In some implementations, the high-speed interface 1608
is coupled to the memory 1604, the display 1616 (e.g.,
through a graphics processor or accelerator), and to the high-
speed expansion ports 1610, which may accept various
expansion cards (not shown). In the implementation, the low-
speed interface 1612 is coupled to the storage device 1606
and the low-speed expansion port 1614. The low-speed
expansion port 1614, which may include various communi-
cation ports (e.g., USB, Bluetooth®, Ethernet, wireless Eth-
ernet) may be coupled to one or more input/output devices,
such as akeyboard, a pointing device, a scanner, or a network-
ing device such as a switch or router, e.g., through a network
adapter.

The computing device 1600 may be implemented in a
number of different forms, as shown in the figure. For
example, it may be implemented as a standard server 1620, or
multiple times in a group of such servers. In addition, it may
be implemented in a personal computer such as a laptop
computer 1622. It may also be implemented as part of a rack
server system 1624. Alternatively, components from the com-
puting device 1600 may be combined with other components
in a mobile device (not shown), such as a mobile computing
device 1650. Each of such devices may contain one or more of
the computing device 1600 and the mobile computing device
1650, and an entire system may be made up of multiple
computing devices communicating with each other.

The mobile computing device 1650 includes a processor
1652, a memory 1664, an input/output device such as a dis-
play 1654, a communication interface 1666, and a transceiver
1668, among other components. The mobile computing
device 1650 may also be provided with a storage device, such
as amicro-drive or other device, to provide additional storage.
Each of the processor 1652, the memory 1664, the display
1654, the communication interface 1666, and the transceiver
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1668, are interconnected using various buses, and several of
the components may be mounted on a common motherboard
or in other manners as appropriate.

The processor 1652 can execute instructions within the
mobile computing device 1650, including instructions stored
in the memory 1664. The processor 1652 may be imple-
mented as a chipset of chips that include separate and multiple
analog and digital processors. The processor 1652 may pro-
vide, for example, for coordination of the other components
of'the mobile computing device 1650, such as control of user
interfaces, applications run by the mobile computing device
1650, and wireless communication by the mobile computing
device 1650.

The processor 1652 may communicate with a user through
a control interface 1658 and a display interface 1656 coupled
to the display 1654. The display 1654 may be, for example, a
TFT (Thin-Film-Transistor Liquid Crystal Display) display
or an OLED (Organic Light Emitting Diode) display, or other
appropriate display technology. The display interface 1656
may comprise appropriate circuitry for driving the display
1654 to present graphical and other information to auser. The
control interface 1658 may receive commands from a user
and convert them for submission to the processor 1652. In
addition, an external interface 1662 may provide communi-
cation with the processor 1652, so as to enable near area
communication of the mobile computing device 1650 with
other devices. The external interface 1662 may provide, for
example, for wired communication in some implementations,
or for wireless communication in other implementations, and
multiple interfaces may also be used.

The memory 1664 stores information within the mobile
computing device 1650. The memory 1664 can be imple-
mented as one or more of a computer-readable medium or
media, a volatile memory unit or units, or a non-volatile
memory unit or units. An expansion memory 1674 may also
be provided and connected to the mobile computing device
1650 through an expansion interface 1672, which may
include, for example, a SIMM (Single In LLine Memory Mod-
ule) card interface. The expansion memory 1674 may provide
extra storage space for the mobile computing device 1650, or
may also store applications or other information for the
mobile computing device 1650. Specifically, the expansion
memory 1674 may include instructions to carry out or supple-
ment the processes described above, and may include secure
information also. Thus, for example, the expansion memory
1674 may be provided as a security module for the mobile
computing device 1650, and may be programmed with
instructions that permit secure use of the mobile computing
device 1650. In addition, secure applications may be provided
via the SIMM cards, along with additional information, such
as placing identifying information on the SIMM card in a
non-hackable manner.

The memory may include, for example, flash memory and/
or NVRAM memory (non-volatile random access memory),
as discussed below. In some implementations, instructions
are stored in an information carrier. The instructions, when
executed by one or more processing devices (for example,
processor 1652), perform one or more methods, such as those
described above. The instructions can also be stored by one or
more storage devices, such as one or more computer- or
machine-readable mediums (for example, the memory 1664,
the expansion memory 1674, or memory on the processor
1652). In some implementations, the instructions can be
received in a propagated signal, for example, over the trans-
ceiver 1668 or the external interface 1662.

The mobile computing device 1650 may communicate
wirelessly through the communication interface 1666, which
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may include digital signal processing circuitry where neces-
sary. The communication interface 1666 may provide for
communications under various modes or protocols, such as
GSM voice calls (Global System for Mobile communica-
tions), SMS (Short Message Service), EMS (Enhanced Mes-
saging Service), or MMS messaging (Multimedia Messaging
Service), CDMA (code division multiple access), TDMA
(time division multiple access), PDC (Personal Digital Cel-
Iular), WCDMA (Wideband Code Division Multiple Access),
CDMA2000, or GPRS (General Packet Radio Service),
among others. Such communication may occur, for example,
through the transceiver 1668 using a radio-frequency. In addi-
tion, short-range communication may occur, such as using a
Bluetooth®, Wi-Fi™, or other such transceiver (not shown).
In addition, a GPS (Global Positioning System) receiver
module 1670 may provide additional navigation- and loca-
tion-related wireless data to the mobile computing device
1650, which may be used as appropriate by applications
running on the mobile computing device 1650.

The mobile computing device 1650 may also communicate
audibly using an audio codec 1660, which may receive spo-
ken information from a user and convert it to usable digital
information. The audio codec 1660 may likewise generate
audible sound for a user, such as through a speaker, e.g., in a
handset of the mobile computing device 1650. Such sound
may include sound from voice telephone calls, may include
recorded sound (e.g., voice messages, music files, etc.) and
may also include sound generated by applications operating
on the mobile computing device 1650.

The mobile computing device 1650 may be implemented
in a number of different forms, as shown in the figure. For
example, it may be implemented as a cellular telephone 1680.
It may also be implemented as part of a smart-phone 1682,
personal digital assistant, or other similar mobile device.

Various implementations of the systems and techniques
described here can be realized in digital electronic circuitry,
integrated circuitry, specially designed ASICs (application
specific integrated circuits), computer hardware, firmware,
software, and/or combinations thereof. These various imple-
mentations can include implementation in one or more com-
puter programs that are executable and/or interpretable on a
programmable system including at least one programmable
processor, which may be special or general purpose, coupled
to receive data and instructions from, and to transmit data and
instructions to, a storage system, at least one input device, and
at least one output device.

These computer programs (also known as programs, soft-
ware, software applications or code) include machine instruc-
tions for a programmable processor, and can be implemented
in a high-level procedural and/or object-oriented program-
ming language, and/or in assembly/machine language. As
used herein, the terms machine-readable medium and com-
puter-readable medium refer to any computer program prod-
uct, apparatus and/or device (e.g., magnetic discs, optical
disks, memory, Programmable Logic Devices (PLDs)) used
to provide machine instructions and/or data to a program-
mable processor, including a machine-readable medium that
receives machine instructions as a machine-readable signal.
The term machine-readable signal refers to any signal used to
provide machine instructions and/or data to a programmable
processor.

To provide for interaction with a user, the systems and
techniques described here can be implemented on a computer
having a display device (e.g., a CRT (cathode ray tube) or
LCD (liquid crystal display) monitor) for displaying infor-
mation to the user and a keyboard and a pointing device (e.g.,
amouse or a trackball) by which the user can provide input to

10

20

25

30

35

40

45

50

55

60

65

10

the computer. Other kinds of devices can be used to provide
for interaction with a user as well; for example, feedback
provided to the user can be any form of sensory feedback
(e.g., visual feedback, auditory feedback, or tactile feed-
back); and input from the user can be received in any form,
including acoustic, speech, or tactile input.

The systems and techniques described here can be imple-
mented in a computing system that includes a back end com-
ponent (e.g., as a data server), or that includes a middleware
component (e.g., an application server), or that includes a
front end component (e.g., a client computer having a graphi-
cal user interface or a Web browser through which a user can
interact with an implementation of the systems and tech-
niques described here), or any combination of such back end,
middleware, or front end components. The components of the
system can be interconnected by any form or medium of
digital data communication (e.g., a communication network).
Examples of communication networks include a local area
network (LAN), a wide area network (WAN), and the Inter-
net.

The computing system can include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

In view of the structure, functions and apparatus of the
systems and methods described here, in some implementa-
tions, a system and method for detailing subdivision surfaces.
Having described certain implementations of methods and
apparatus for detailing subdivision surfaces, it will now
become apparent to one of skill in the art that other imple-
mentations incorporating the concepts of the disclosure may
be used. Therefore, the disclosure should not be limited to
certain implementations, but rather should be limited only by
the spirit and scope of the following claims.

Having described various embodiments of the disclosed
technology, it will now become apparent to one of skill in the
art that other embodiments incorporating the concepts may be
used. It is felt, therefore, that these embodiments should not
be limited to the disclosed embodiments, but rather should be
limited only by the spirit and scope of the following claims.

Throughout the description, where apparatus and systems
are described as having, including, or comprising specific
components, or where processes and methods are described
as having, including, or comprising specific steps, it is con-
templated that, additionally, there are apparatus, and systems
of the disclosed technology that consist essentially of, or
consist of the recited components, and that there are processes
and methods according to the disclosed technology that con-
sist essentially of, or consist of, the recited processing steps.

It should be understood that the order of steps or order for
performing certain action is immaterial so long as the dis-
closed technology remains operable. Moreover, two or more
steps or actions may be conducted simultaneously.

What is claimed is:

1. A method comprising:

accessing, by a processor of a computing device, a subdi-

vision surfacing geometry (SubD) model;

converting, by the processor, at least a portion of a plurality

of features of the SubD model to a voxel model,;
accessing, by the processor, a texture for application to the
voxel model;

combining, by the processor, the texture and the voxel

model to create a textured voxel model;

determining, by the processor, one or more displacement

maps, wherein the one or more displacement maps are
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determined based at least in part on a difference between
a surface portion of the textured voxel model and a
surface portion of the SubD model; and

applying, by the processor, the one or more displacement

maps to the surface portion of the SubD model to deter-
mine a second SubD model, wherein the second SubD
model is configured for manipulation while preserving
an appearance or geometric placement of the added tex-
ture.

2. The method of claim 1, comprising:

determining, by the processor, prior to converting the SubD

model to a voxel model, a polygonal mesh, wherein the
polygonal mesh forms a cage surrounding the surface
portion of the SubD model.

3. The method of claim 2, wherein converting at least a
portion of a plurality of features of the SubD model to the
voxel model comprises:

determining, by the processor, one or more vertex locations

from one or more faces of the polygonal mesh;
determining, by the processor, based at least in part on the
one or more vertex locations, a mesh surface; and
converting, by the processor, the mesh surface into a plu-
rality of voxels.

4. The method of claim 3, wherein determining the mesh
surface comprises meshing the one or more vertex locations
as quadrilaterals.

5. The method of claim 2, comprising:

refining, by the processor, the polygonal mesh, wherein

refining comprises subdividing one or more features of
the polygonal mesh to determine a refined polygonal
mesh.

6. The method of claim 5, wherein the one or more features
of the polygonal mesh includes at least one member selected
from a group consisting of edges, faces, and vertices.

7. A system for texture manipulation on the surface a three-
dimensional representation of a non-homogenous object
comprising:

a processor; and

a memory having stored thereon:

a voxel-based representation of the non-homogenous
object,
a sub subdivision surfacing geometry (SubD) represen-
tation of the non-homogenous object, and
a set of instructions, wherein the instructions, when
executed by the processor, cause the processor to:
apply, to the voxel-based representation of the non-
homogenous model, a voxel-based representation
of a texture,
merge the voxel-based representation of the non-ho-
mogenous model with the voxel-based representa-
tion of the texture,
capture a surface model of the merged voxel-based
representation, and
apply the texture, via the surface model, to the
SubD representation.

8. The system of claim 7, wherein the instructions, when
executed by the processor, further cause the processor to:

determine a polygonal mesh that forms a cage surrounding

the surface portion of the SubD model.

9. The system of claim 8, wherein the instructions, when
executed by the processor, further cause the processor to
convert, prior to the memory having stored thereon the voxel-
based representation, at least a portion of a plurality of fea-
tures of the SubD representation to the voxel-based represen-
tation, including the processor being caused to:
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determine one or more vertex locations from one or more

faces of the polygonal mesh;

determine a mesh surface based at least in part on the one

or more vertex locations; and

convert the mesh surface into a plurality of voxels.

10. The system of claim 9, wherein the processor being
caused to determine the mesh surface includes being caused
to mesh the one or more vertex locations as quadrilaterals.

11. The system of claim 8, wherein the instructions, when
executed by the processor, further cause the processor to:

refine the polygonal mesh, including the processor being

caused to subdivide one or more features of the polygo-
nal mesh to determine a refined polygonal mesh.

12. The system of claim 11, wherein the one or more
features of the polygonal mesh includes at least one member
selected from a group consisting of edges, faces, and vertices.

13. A non-transitory computer readable medium having
instructions stored thereon, wherein the instructions, when
executed by a processor, cause the processor to:

access a subdivision surfacing geometry (SubD) model;

convert at least a portion of a plurality of features of the

SubD model to a voxel model;

access a texture for application to the voxel model;

combine the texture and the voxel model to create a tex-

tured voxel model;
determine one or more displacement maps, wherein the
one or more displacement maps are determined based at
least in part on a difference between a surface portion of
the textured voxel model and a surface portion of the
SubD model; and

apply the one or more displacement maps to the surface
portion of the SubD model to determine a second SubD
model, wherein the second SubD model is configured
for manipulation while preserving an appearance or geo-
metric placement of the added texture.

14. The non-transitory computer readable medium of claim
13, wherein the instructions, when executed by the processor,
further cause the processor to:

determine, prior to conversion of the SubD model to a

voxel model, a polygonal mesh, wherein the polygonal
mesh forms a cage surrounding the surface portion ofthe
SubD model.

15. The non-transitory computer readable medium of claim
14, wherein the processor being caused to convert at least a
portion of a plurality of features of the SubD model to the
voxel model includes the processor being caused to:

determine one or more vertex locations from one or more

faces of the polygonal mesh;

determine a mesh surface based at least in part on the one

or more vertex locations; and

convert the mesh surface into a plurality of voxels.

16. The non-transitory computer readable medium of claim
15, wherein the processor being caused to determine the mesh
surface includes being caused to mesh the one or more vertex
locations as quadrilaterals.

17. The non-transitory computer readable medium of claim
14, wherein the instructions, when executed by the processor,
further cause the processor to:

refine the polygonal mesh, including the processor being

caused to subdivide one or more features of the polygo-
nal mesh to determine a refined polygonal mesh.

18. The non-transitory computer readable medium of claim
17, wherein the one or more features of the polygonal mesh
includes at least one member selected from a group consisting
of'edges, faces, and vertices.
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